Dike (Dice) ANR Project Feedback
ERIC Lab

EALM Workshop E—
CORIA-TALN | w
30th June

....

UNIVERSITE
DE LYON

Irina Proskurina

Ericdlab
University of Lyon
University of Lyon 2



Qutline

e Introduction (Compression of LMs)

e Impact of Pruning on Bias

e Impact of Quantization on LMs Confidence
e Dataset in French for Social Reasoning

e Conclusion
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Compression of LMs

e Language Modelling
n m;
0* = argmglxz Z logPo(W; j|Wi1, Wio .., W j—1)

PR i=1j=1
€

m; - the number of tokens in the sequence w;;
w; ; is the j-th token in the sequence



Compression of LMs

e Language Modeling

n m;

0* = argméaxz Z logPg (Wi,j|Wi,1' Wi 2 ---;Wi,j—l)
i=1j=1
g € R

m; - the number of tokens in the sequence w;;
w; ; is the j-th token in the sequence

e Compression of LLMs via Pruning

0" ={6; | 0; is non-pruned} U {6; = 0| 0; is pruned}

Pruning




Impact of layer pruning on bias in
L Ms for hate speech detection



The Other Side of Compression:

Measuring Bias in Pruned Transformers
(Proskurina et al, IDA 2023)

e We measure identity-based bias in pruned Transformer LMs

e We study which group of encoder layers (bottom, middle or
upper) can be efficiently pruned without biased outcomes

e We propose word-level supervision in pruned Transformer LMs
as a debiasing method



Bias in Hate Speech Classification

. Probability of
% weights offensive class
o unsubscribed from that
100% Indian guy channel. too 0.05
many ads
Ty unsubscribed from that
66% Indian guy channel. too 0.42
many ads
— unsubscribed from that
50% e Indian guy channel. too 0.65
many ads

Bias = LM classifies neutral text as offensive and pays ‘attention’ to sensitive attributes



Methodology

1) Prune Transformer LM (e.g., BERT)

2) Fine-tune LM on hate speech classification task (with HateXplain)
) Prune selected weights
)

3
4) Compare accuracy, bias, and explainability scores of LMs before and after pruning
Pruning strategies
Lg Lg
L5 L5 .
T Ls Evaluation
Here we remove b L
the 2 lower layers \ L, Lz Output attention Ground truth attention
‘ i i ’ : )
Model Scores
\ | — > Token-wise
] — F1 score
§ \9?@ ’ : L ) Accuracy
Input sentence — | ] — F1 score
o True labels
< ste Subgroup AUCs
- Offensive = o
ommuni
: @ e annotations )

Predicted label



Evaluate Bias in Compressed models

Null Hypothesis Hy: If the impact of compression is uniform, then the shift in
scores achieved on the texts mentioning a target community ¢ after pruning
should also be uniform compared to the overall scores shift

. Rt __npt
Ho : /60 — Bo = B¢ — Be +— no significant difference

Hy : 8o — Bo # Be — Be
c T~ significant difference

Bo non-pruned full model Be. compressed model

35 +targeting community t BL +targeting community t

10



Results: Compressed LMs are prone to bias

full model 4 layers removed
N\ e f - f e m -
P N o X __1|Count Signif Target Classes |
Model | Ld.}LI? F1 score 'I!"okc,n F1 bLOI‘% Subgroup|BNSP| BPSN | \b H1
12/f2(67.28+0.13[, 48.58s.2s [ - - - .
I [1/12(65.31x0.17|" 38352411 '] 2 0 T
BERT I [ 8/12 [64.8220.15|1 32572406 1] 2 0 5 |
| 6/12 {63.46+0.21 I 3444337 | 4 @< 0 2 |
| 6/6 [66.19+0.44|] 43.31+s.42 | - —\\ | number of groups
DistilBERT | 5}6 66.08+0.52 | 4277 +4.13 | 0 0 'D \ \x/|thas|gn|ﬂcant
4/6 165.66+0.51|, 42113908 3 0 I difference in term of
| [73/6 [643Te0ss]. 3981uazs | 3 1 2 : classification (on 10)
112/12]83.4210.4 |V 46.64:351 | - - - !
. 1[10/12[81.46+0.41[1 39371461 | 4 2 2 I
RoBERTa | [B/12 [78:67xoes|l 38492123 1| 6 3 1
| 6/12 |77.08+0.53]] 24.4T+4.08 | 6 ) 5 |
i 6/6 |82.02+0.36)y 42.08+5.24 - - - I
L 5/6 |81.08+0.4| 33.2+47s - 3 0 2 .
DistilRoBER T 577 0620 51 3276002 1] 3 2 i
1| 3/6 [74.05+0.43[1 32.61461 | 6 5 6 !
e o = = = = 1 e e o = = = = = — |

Performance of original and pruned models on HATEXPLAIN test set
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Results: Compressed LMs rely on unimportant
tokens

Model Layers| F1 scorc: Token F1 score E?Egoifnéfwg?gc;gg? —
12/12 |67.28+0.15 48.58328 f - - -
10/12 65.3110.17: 38.35+411 | 2 0 1
BERT 8/12 [64.8210.12] 32.5T+a06 | 2 0 2
6/12 |63.46+024] 34.413s7 f 4 0 2
6/6 |66.19+0.44 43.31i3.42 - - -
- 5/6 66.08+064 42.77+a13 || 0 0 0
DistlBERT 165 66200y 420500s || 3 0 1
3/6 |64.31+0.s3 39.8l+a22 | 3 1 2
12/12 83.4210.4: 46.64 1351 : - - -
. 10/12 |81.46+0.48  39.372461 | 4 2 2
RoBERTa 8/12 [78.67<0sd 3849242 || 6 3 1
6/12 [77.08+05f 24.47+40s8 [ 6 5 5
6/6 82.02+0.3q 42.08+5.24 || - - -
- | 5/6 |81.08+0.4, 33.2+4.75 I 3 0 2
DistilROBER T = 1 06 0as| 32760521 |, 3 2 1
3/6 [74.05+0.47 32.6+4.61 i 6 5 6

| S ————

Performance of original and pruned models on HATEXPLAIN test set



Results: The impact of compression is not
uniform

W roberta W roberta r 9 10 11 12 0 bert " bertr 91011 12

Lo o roberta r 11 12 o robertar 7 8 9 10 11 12 = bertr 11 12 =5 bertr 7 8 9 10 11 12

& & & &

‘?6" & \5‘\ &0%049 '@‘o&

o > &
& ¥ &
ov: Subgrou% AUC scores on HateXplain, OX: Target communities

LMs: BERT, RoBERTa 13

O
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Solution: Supervised Attention learning

Lossy~ = LosSpred + AL0SSqttn

<user>: | got a guilty pleasure and it is country music and ( hillbilly ) movies
and tv shows about hunting in the woods... “‘b ‘”’C
Output passed to :

add-norm and feed forward layers cc thing®

Ground truth attention

[

Matmul

?Annotator 1: Target labels: Economic, Caucasian
bAnnotator 2: Target labels: Economic

)

Attention weights |

Matmul

ey

 ——

h

“Annotator 3: Target labels: Caucasian

True Rationales

[0,0,0,..1,1,1,1,0]

/cLs]

, Attention .
s weight matrix -

e Predicted Rationales

Lo |

SRE

Calculated using output
from n-1 layer

] “EE B

[0,0,0,..0.25,0,0,0.3,0..16,0]

14



Results: Fine-tuning with attention loss compensates for
fairness loss

e —
Model A | F'1 score |Token F1 scorq|Subgroup AUC l
0 [63.46+0.21 34.4+387 0.59+0.01 |
0.01|65.12+0.38 36.3+4.01 0.707+0.11 |
1

BERT (6/12J 0.1 [65.92+40.24 39.26+5 91 : 0.7844+0.07 I
1 [66.61+0.17 45.5443.20 | 0.803+0.12 I
0 |64.31+0.83 39814422 | 0.768+0.24 I

.. 0.01{64.35+0.51 40.4+3.00 || 0.748z0.16
DistilBERT (3/6) 0.1 [65.11+0.7 41.03+3.28 I 0.794+0.31 |
1 166.71+0.22 42.67+3.14 I 0.796+0.28 |
0 |77.08+0.33| 24.47+4.08 | 0.519+0.21 |
0.01/80.86+0.22] 33.194328 " 0.612+0.20 |
RoBERTa (6/12) 0.1 [78.58+0.23] 36.49+4.11 I 0.681+o0.17 [
1 [B2.38+0.26 40.52+3.51 | 0.691+0.14 I
0 |71.05+0.43 32.6+461 | 0.62+0.0s |

.. . 0.01|79.14+0.47 34.41+4.11 l 0.634+0.04
DistilRoBERTa (3/6) G187 25 1 sl 3651255 ;| 06350008 |
1 |81.96+0.51 43.0244.14 : 0.65+0.00 |

"A = 0 - non-supervised attention learning

Lossy~ = Losspred + AL0SSqttn

Performance and fairness scores
(Subgroup AUC) of models trained
with word-level supervision

BERT Subgroup AUC scores

* 59 - without attention
supervision

« .80 - with attention supervision
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Conclusion on this work

We conducted two chains of experiments to analyze the effect of
Transformer LMs pruning in the context of hate speech classification
tasks (with and without attention supervision)

We compare both fairness and performance loss for pruned BERT,
RoOBERTa, and their distilled versions

We show and statistically prove that removing any layer from
Transformer LMs results in fairness loss even when the performance
loss could be negligible

We conduct supervised attention-learning experiments that help to
reduce bias in pruned models

16



Impact of quantization on
calibration and model confidence



Compression of LMs

e Language Modeling

n m;

0* = argmglxz Z logPg (Wi,j|Wi,1' Wi 2 ---;Wi,j—l)
i=1j=1
g € R

m; - the number of tokens in the sequence w;;
w; ; is the j-th token in the sequence

e Compression of LLMs via Quantization

6*={0; 10, =0(6;,),0,eQ},|Q =m<n

Quantization

1

22| 33| 42|56 ]| 84

5 humbers in bfloat16: 5 x 2 = 10 bytes
175B x 2 = 350GB VRAM

2 3 4 6 8

5 humbers in int8: 5x1 = 5 bytes
175 x 1 = 175GB VRAM

18



Contribution (Proskurina et al. NAACL-HLT 2024)

e \We investigate how quantization with GPTQ (Frantar et al., 2023)
influences the calibration and confidence of LLMs

e e assess the confidence alignment between compressed and full-
precision LLMs at scale

e e explain the quantization loss from the initial confidence perspective

19



Zero-shot Question Answering: pipeline

Quantize LLMs to
4 bits with GPTQ
-->Using Wikipedia

corpus

03

Compute
Calibration
Error

Zero-shot
evaluation

is the model
well calibrated?

04

Compute
Jensen-Shannon
Distance

how far are
their weigths?

20



Methodology

Classification problem: questions x paired with candidate answers y

— The generative model then processes these concatenated question-
answer pairs to predict the most probable answer y from the provided
choices Y for a given x:

§ = arg max pym(y|z).
yeyY

With:

|y

pim(lz) = | [ pim (gl yi-1y)
1=1

21



Results: Confidence Impact

A consistent trend of overconfidence emerges in both pre- and
post-quantization stages, with an average confidence level
around~0.95 for incorrect predictions.

Model | Conf. Conf.,, Confiruc H

BLOOM | 96.26 95.64 46.24 12.87
+ GPTQ | 96.3 95.62 45.23* 12.89

OPT 96.51 95.57 50.37 12.12
+ GPTQ | 96.5 95.55 49.78* 12.22

Mistral 96.85 95.02 61.14 10.96
+ GPTQ | 96.89 95.13 59.73* 10.87

LLaMA 96.8 95.34 56.83 11.37
+ GPTQ | 96.48 95.13 53.69* 12.21"

Confidence and prediction entropy evaluation results on HELLASWAG



Results: Jensen-Shannon Distances

The distances between original and compressed LLMs decrease

as the model size scales up

0.11 \
LLaMA
0.10
0.09
[
£0.08-
o
@
E 0.07 1 Mistral
0.06
A Mistral
0.051 LLaMA
—— OPT
—4— BLOOM
0.04 1+ , ! , ; ]
125M 350M 1.3B 2.7B 6.7B 13B

Parameter Count

Mean Jensen-Shannon distances
between fp16 and quantized LLMs
across benchmarks.

The distances show dissimilarities in
true-class probability distributions
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Conclusion on this work

e \We have investigated the impact of quantization on the confidence
and calibration of LLLMs

e Quantization leads to an increase in calibration error and statistically
significant changes in confidence levels for correct predictions

e \Xe identify instances of confidence change occurring in data where
models lack confidence before quantization

e Our findings provide insights into quantization loss and suggest a
potential direction for future work, emphasizing the need to focus on
calibrating LLMs, specifically on uncertain examples

24



New Datasets for Multilingual
Moral Reasoning in LMs



Developing a French corpus of Moral stories
(Leteno et al,, NACCL 2025)

e Adaptation of the Moral Stories dataset (Emelin et al, EMNLP 2021)
o automatic translation from English to French
o adaptation to French
o thorough manual verification

Category

MORALSTORIES / HISTOIRESMORALES

Norm

Situation

Intention

It’s wrong to use violence to solve your problems. / Il est mal de recourir a la violence
pour résoudre ses problémes.

Ben lives in a neighborhood with assigned parking and his neighbor’s friend frequently
uses his assigned spot. / Benoit habite dans un quartier oi les places de stationnement
sont attribuées, et un ami de son voisin occupe régulierement sa place assignée.

Ben wants to stop the neighbors friend from taking up his parking spot. / Benoit souhaite
empécher 'ami de son voisin d’occuper sa place de stationnement.

26



Developing a French corpus of Moral stories
(Leteno et al,, new paper accepted at NACCL 2025)

e Adaptation of the Moral Stories dataset (Emelin et al.,, EMNLP 2021)
o automatic translation from English to French
o adaptation to French
o thorough manual verification

e Histoires Morales can be used for:
o commonsense reasoning / social reasoning / moral reasc
o text classification

o text generation
e Now available on HuggingFace:
. https://huggingface.co/datasets/LabHC/histoires_morales

27


https://huggingface.co/datasets/LabHC/histoires_morales

HistoiresMorales: Influencing LLMs" moral alignment

16— - 100
e DPOpy, PPL
] 4 1. wm {- 1 DPOM, PPL/ 80
= = DPO, PPLy ,/I
12+ + DPO/, PPL/ /vl 1
7 3 60
] 0 /:_ - ‘%-- \6
& _|8 A EO 40 ~ .
L4
,/ :
6 / 20
¢ : - | 0 =
51 - 8 82 840 8400
i ; Training set size
° 8'zrlraining set sizé340 5400 =§= DPOMEN == DPO,EN  —— baseline EN
= =« DPOm, FR -§ =« DPO,FR — baseline FR

Figure: Average PPL for DPOm and DPO; in French.

. . . Figure: Ratio of moral actions being preferred
PPL on the action aligned with the based on the PPL.

direction of the DPO lower

s low robustness Few examples are sufficient to shift the

alignment. 28
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Post-hoc impact evaluation
of pruning on bias on hate
speech models

Post-hoc impact evaluation
of quantization on general
model confidence

Conclusion

IC
ANR Dike Project
Contributions

ERIC Lab
(University of Lyon
and Lyon 2)

|

[

New Dataset for moral
reasoning in French

) g
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